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ABSTRACT

Sentiment extraction from online web documents has recently been an active research topic due to its potential use in commercial applications. By sentiment analysis, we refer to the problem of assigning a quantitative positive/negative mood to a short bit of text. Most studies in this area are limited to the identification of sentiments and do not investigate the interplay between sentiments and other factors.

In this work, we use a sentiment extraction tool to investigate the influence of factors such as gender, age, education level, the topic at hand, or even the time of the day on sentiments in the context of a large online question answering site. We start our analysis by looking at direct correlations, e.g., we observe more positive sentiments on weekends, very neutral ones in the Science & Mathematics topic, a trend for younger people to express stronger sentiments, or people in military bases to ask the most neutral questions. We then extend this basic analysis by investigating how properties of the (asker, answerer) pair affect the sentiment present in the answer. Among other things, we observe a dependence on the pairing of some inferred attributes estimated by a user’s ZIP code. We also show that the best answers differ in their sentiments from other answers, e.g., in the Business & Finance topic, best answers tend to have a more neutral sentiment than other answers. Finally, we report results for the task of predicting the attitude that a question will provoke in answers. We believe that understanding factors influencing the mood of users is not only interesting from a sociological point of view, but also has applications in advertising, recommendation, and search.
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1. INTRODUCTION

The advance of Web 2.0 boosted the creation of personal web content involving sentiments, e.g., blogs, tweets, and other types of social media. Extraction and analysis of sentiments in this type of content do not only give an emotional snapshot of the online world but also have potential applications in electronic commerce, where the marketing strategy of a product might depend on the mood of the customer. Given both the sociological and financial motivations to understand sentiments, a large body of research has recently investigated the issues involved in sentiment analysis [18].

Despite the intense interest in sentiment analysis, however, relatively little has been done to understand the interplay between sentiments and other factors. In this work, we take the first step in this direction. In particular, we use a state-of-the-art sentiment extraction tool [22] to extract sentiments from a very large sample of questions and answers found in Yahoo! Answers.1 Our sample provides a rich source for sentiments and also has rich meta-data, including demographic details of users and their degree of experience in the system. To facilitate our analysis, we introduce the metrics of attitude and sentimentality, which enable us to quantify the direction (i.e., positive or negative) and strength of sentiments, respectively.

Our analysis starts with a large-scale study on the correlation of various features with the observed attitude and sentimentality. We investigate textual, topical, demographical, spatial, and temporal features. We then take the analysis one step beyond and answer questions of the following kind:

- Topical context: Do sentiments depend on the context? For example, is there a difference in the attitude of answers related to Tiger Woods in the context of news and events versus the context of sports?
- Class interaction: Who answers how to whom? How do age groups differ in their answers to each other?
- Experience level: How does one’s experience in Yahoo! Answers affect the expressed sentiments? Does high experience imply more positive attitude?
- Emotional congruence: How do one’s own sentiments correlate with prior sentiments of others? Does a ques-
tion with a strong sentimentality attract answers with a similar degree of sentimentality?

- Answer preference: How do sentiments within an answer influence an asker’s preference? Do people tend to select positive or neutral answers as best answers?

In addition to seeking answers to such questions, we briefly elaborate on the predictability of sentiments. In particular, we build a machine learning model to predict the attitude that will be generated in response to a given question.

Some selected findings of our work are the following:

- There is a strong dependency on the topic. Topics such as Beauty & Style attract strong and generally positive sentiments, whereas Science & Mathematics attracts answers of low sentimentality.
- Demographic factors suggest a strong influence in our data, with women generally expressing stronger, more positive sentiments than men, young people being more positive than older people, and people from predominantly black neighborhoods expressing relatively more neutral sentiments. We also observe a trend for more educated people to give less sentimental answers.
- Sentiments show temporal variation. At a monthly level, the most positive sentiments are observed both during the summer and December. At a daily level, the most positive sentiments are expressed on Saturday and Sunday. At an hourly level, the attitude is at its lowest at around five in the morning.
- People have stronger tendency to give neutral answers as they gain more experience in the online world.
- Best answers differ significantly from other answers in terms of expressed sentiments with more neutral answers being preferred in Business & Finance and more positive ones in News & Events.

The rest of the paper is organized as follows. In Section 2, we provide some information about the Yahoo! Answers data used in our study. Section 3 summarizes the framework adopted for sentiment analysis. Potential caveats of our study are discussed in Section 4. We investigate the correlation between the sentiments and features extracted from the data in Section 5. In Section 6, we conduct various analyses involving sentiments. Section 7, as a representative prediction task, explores the predictability of the attitude a question will provoke in its answers. We survey the related work in Section 8. Finally, the paper is concluded in Section 9 with a brief discussion of potential future work.

2. YAHOO! ANSWERS

2.1 Background

Yahoo! Answers is the largest collaborative question answering site in the Web. People ask questions on different topics and share their knowledge, opinions, and personal experiences as answers to these questions. Questions are manually classified by askers into topics so that answerers can easily find them. Answerers can find questions by searching or browsing through a fixed hierarchy of categories.

Every question goes through a best answer selection process. A question remains open during four days for others to answer. The duration of the process can be shortened or extended by the asker of the question. The asker has the option to select a best answer, starting from one hour after the first answer is received, or he can leave the decision to the community vote. If he does neither and when there is only a single answer, then the system automatically selects the best answer after a certain time. Answerers whose answers are selected as the best answer gain experience points, which provide a motivation for answering others’ questions.

2.2 Dataset Characteristics

We use a sample set of questions and answers posted in Yahoo! Answers during a 12-month period, from October 2009 to September 2010. The sample is restricted to posts originating from the US and contains 34M questions, 132M answers, and 412M sentences. In this sample, about 2.4M users have participated as either an asker or an answerer. We were able to obtain self-provided demographic information for about 1.5M users, of which 54.5% are females and 45.5% are males. The users in our sample are mainly young people, whose ages vary between 15 and 30 (Fig. 1 (left)).

In our data, a user posts 5.5 questions and 32.7 answers, on average.² Populations of users who posted a specific number of questions or answers both follow a power law distribution, as shown in Figs. 1 (right) and 2 (left), respectively. In Fig. 2 (left), it is interesting to note the sudden jump at 20 answers, due to many users aiming to post at least 20 answers since a new level is gained at this point. As seen in Fig. 2 (right), the distribution of the number of answers a question receives is also highly skewed (on average, 13.3 answers, excluding questions without any answer).

In Yahoo! Answers, there are 1676 editorially defined categories, 26 of which are top-level categories (e.g., Computers & Internet, Politics & Government). The rest are either second-level or third-level subcategories. A question is labeled with the lowest-level category selected by its asker.

²A user can provide only one answer to the same question.
3. ANALYSIS FRAMEWORK

Our analysis framework involves the following steps. We first process our sample data to extract questions posted in Yahoo! Answers and their corresponding answers. We then obtain the demographics information of users who posted these questions and answers. Within these two steps, we also extract a number of features that facilitate our analysis. Next, we compute the sentiment scores for individual sentences in the posts, using a state-of-the-art sentiment analysis software as a black box [22]. Based on the sentiment scores obtained at the sentence level, we compute two metrics, referred to as attitude and sentimentality, for different granularities of text. The details of these steps are provided in the rest of this section.

3.1 Question and Answer Extraction

In our framework, a question is represented by the sentences in the title section of the question, i.e., the sentences in the abstract section, which provides more details about the question, are ignored. Together with the question text, we also extract some features related to the question (e.g., question length, category, time/date, asker’s current experience, and ZIP code). Since the adopted tools cannot handle non-English text, we omit questions which are submitted to a frontend whose language is not English.

We represent an answer by the set of sentences it contains. To split answers into sentences, we use the Stanford parser. Very short (less than 5 characters) or long sentences (more than 400 characters) are ignored. Since the language of the frontend is not always present in our data, we require that either the language is present and set to English or that the location is present and set to the US. Only answers given in response to questions submitted to an English frontend are considered. During the answer extraction process, we also extract some features related to answers (e.g., time/date, answerer’s current experience, and ZIP code).

3.2 Demographics Extraction

To post either a question or an answer on Yahoo! Answers, a user must have an account and be logged in. Although initially Yahoo!-Answers-only accounts existed, for several years, a general Yahoo! account has been required. For these accounts, we obtain self-provided registration information, which includes birth year, gender, ZIP code, and country.

For users with an existing US ZIP code, we obtain demographic estimates of their income (as quantified by the annual per-capita income), their education level (as quantified by the fraction of the population holding a bachelor’s degree or higher), and even their race via the 2000 Governmental Census Data, using the same approach as in [26]. We classify ZIP codes and their corresponding users under the White, Black, and Asian classes if the fraction of the corresponding race in that ZIP code surpasses 50%. In all plots and tables, we always report the results for the largest suitable user population. For example, if a user does not have a valid ZIP code, we do not involve the user in experiments about income, but the user contributes to statistics about the age distribution.

3.3 Sentiment Score Computation

To assign numerical scores to sentiments of an individual sentence, we use the SentiStrength tool developed by Thelwall et al. [22]. This tool simultaneously assigns both a positive and a negative score to bits of English text, the idea being that users can express both types of sentiments at the same time, such as in “I love you, but I also hate you”. Positive sentiment strength scores range from +1 (not positive) to +5 (extremely positive). Similarly, negative sentiment strength scores range from −1 to −5. The tool works by assigning scores to tokens in a dictionary which includes common emoticons. For example, “love” is mapped to +3/−1 and “stink” is mapped to +1/−3. Modifier words or symbols can boost the score such that “really love” is mapped to +4/−1 (“the same for “love!” or “loove”). The final positive sentiment strength for a bit of text is then computed by taking the maximum score among all individual positive scores. The negative sentiment strength is similarly calculated. Table 1 gives an example of a question, its answer, and the corresponding sentiment scores.

<table>
<thead>
<tr>
<th>Label</th>
<th>Text</th>
<th>Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1.1</td>
<td>Is Scotland a good place to live and start a small business?</td>
<td>+2/−1</td>
</tr>
<tr>
<td>A1.1</td>
<td>Yes, Edinburgh is always in the top 5 places to live in the UK and usually at the top.</td>
<td>+1/−1</td>
</tr>
<tr>
<td>A1.2</td>
<td>One problem regarding setting up a business is the competition is fierce and Edinburgh people are unusually highly qualified.</td>
<td>+1/−2</td>
</tr>
</tbody>
</table>

3.4 Metrics: Attitude and Sentimentality

Before introducing the metrics of attitude and sentimentality, we introduce some notation. We use $q_i$, $s_i$, $A_k$, $A^l$, $K_i$, and $R_i$ to represent the basic types in our data: a question, a particular sentence within an answer, an answer given to a question, the set of answers given to question $q_i$, an asker, and an answerer, respectively. We also use notation $S^k$, $Q^l$, and $P^l$ to denote the set of sentences in $A_k$, the set of questions posted by asker $K_i$, and the set of answers posted by answerer $R_i$, respectively. Positive and negative sentiment scores generated by the sentiment analysis software for a given question $q_i$ are denoted by $\varphi^+(q_i)$ and $\varphi^-(q_i)$. Similarly, $\varphi^+(s_i)$ and $\varphi^-(s_i)$ denote the positive and negative sentiment scores for a given sentence $s_i$.

Based on this notation, we now define the attitude and sentimentality metrics. The attitude metric computes the inclination towards positive or negative sentiments. The sentimentality metric computes the amount of sentiments. In a sense, the former metric indicates the sign of sentiments while the latter indicates their magnitude. These metrics are computed by the formulas shown in Table 2, for differ-

---

5Typically, the title contains a single question sentence.
6http://nlp.stanford.edu/software/lex-parser.shtml
5http://factfinder.census.gov/
4We use the terminology used in the US census.
7http://sentistrength.wlv.ac.uk/
ent fields of the data: question, asker, sentence in an answer, answer, answerer, and set of answers to a question. All results in the rest of the paper are reported by averaging the metrics shown in Table 2. At the beginning of each section, we indicate the specific formula we used in the experiments related to that section.

4. CAVEATS

4.1 Inferring Demographics

Certain online user attributes (e.g., race) can be inferred by aggregating real-life data, obtained from online Web resources. In our work, we aggregate the online data of people living in a region with a specific ZIP code to infer certain attributes of Yahoo! Answers users who provided the same ZIP code. Obviously, this kind of an inference can be quite noisy, especially if the demographical classes within a ZIP code are uniformly distributed (e.g., almost equal number of males and females in every ZIP code) or if the distribution of classes across the ZIP codes is highly skewed (e.g., very few regions where the Asians are the dominant race). We believe that the education level and income attributes, which we infer based on ZIP codes, are relatively less error-prone in this respect as the distribution of these attributes are typically neither uniform within a ZIP code nor very skewed across different ZIP codes.

4.2 Sentiment Analysis

We use sentiment analysis as the main technique to quantify the attitude and sentimentality. Obviously, there is no perfect sentiment analysis tool to date. The tool we use indeed performs a simple syntactical analysis over sentences rather than a sophisticated semantic analysis. However, we still hope the erroneous cases to be minimal as the accuracy of the tool has been shown to be good enough in another domain [22]. Moreover, the vast amount of data we use helps supporting the significance of the reported results.

4.3 User Bias

We emphasize that our results cannot be generalized to the entire population of the world as the user sample we have in our data may have a biased distribution. In particular, certain demographic classes may be under represented in the Internet. Even if they are represented in the Internet with similar likelihood, their distribution in Yahoo! Answers may be skewed. Finally, although they might be equally well presented in Yahoo! Answers, the rate at which they contribute to the posts may differ. Consequently, our findings are limited to the Yahoo! Answers users who actively participate in the questions and answers.

4.4 Site Bias

The generalizability of our results to other web sites may be questioned. To reveal any potential bias, we compute the attitude and sentimentality metrics over six web datasets, each with different characteristics. The selected datasets include questions and answers from Yahoo! Answers, movie reviews from Ciao, forum discussions from MySpace, short messages from Twitter, comments on news-related posts from Slashdot, and news in English from Yahoo! News. For this experiment, we randomly sample 40K sentences from each dataset and compute the attitude and sentimentality metrics by averaging the respective scores over all sentences.

According to Fig. 3 (right), the Ciao dataset has the most positive attitude and a relatively higher sentimentality. The most negative attitude is observed in the Slashdot dataset. The Yahoo! Answers dataset stands very close to the average over all datasets, in terms of both the attitude and sentimentality metrics. This observation further justifies our use of Yahoo! Answers as a representative data source.

5. FEATURE ANALYSIS

We group the features used in our analysis under five headings: textual, topical, demographical, spatial, and temporal features (Table 3). All features are extracted from both questions and answers, except for the textual features, which are only extracted from questions. The rest of the section investigates the correlation of the extracted features with the previously defined attitude and sentimentality metrics. Due to space constraints, a detailed analysis of certain features is omitted. We note that, in all results presented in the paper, we report only the findings that are statistically significant according to a two-tailed t-test for equality of means at

\[ \text{Accuracy} = \frac{\text{Correct Answers}}{\text{Total Answers}} \text{.} \]
Table 3: Summary of extracted features

<table>
<thead>
<tr>
<th>Type</th>
<th>Feature</th>
<th>Range</th>
<th>Applicable to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textual</td>
<td>Question length</td>
<td>N</td>
<td>Question</td>
</tr>
<tr>
<td></td>
<td># of ? symbols</td>
<td>N</td>
<td>Question</td>
</tr>
<tr>
<td></td>
<td>First word</td>
<td>String</td>
<td>Answer</td>
</tr>
<tr>
<td>Topical</td>
<td>Top category</td>
<td>1–26</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Leaf category</td>
<td>1–1676</td>
<td>Yes</td>
</tr>
<tr>
<td>Demog.</td>
<td>Gender</td>
<td>M, F</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Race</td>
<td>A, B, W</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>$</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Educ. degree</td>
<td>0-100%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>Spatial</td>
<td>ZIP code</td>
<td>00000–99999</td>
<td>Yes</td>
</tr>
<tr>
<td>Temporal</td>
<td>Month</td>
<td>1–12</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Day of month</td>
<td>1–31</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Day of week</td>
<td>1–7</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Hour of day</td>
<td>1–24</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Attitude and sentimentality as the question’s length (left) and the number of question marks it contains (right) increases.

The 95% confidence level. Similarly, we only display results where all of the three pairs (maximum, median), (maximum, minimum), and (median, minimum) differ at the 95% confidence level or above. This ensures that the reported results are “meaningful” and not merely noise.

5.1 Textual Features

The results reported in this section are obtained by averaging the $\phi^A$ and $\psi^A$ values over all questions.

**Question length.** The sentimentality correlates positively with the question length in words (Fig. 4 (left)). This is somewhat expected as the probability of having sentimental words increases as new words are added to the question.\(^9\) Interestingly, however, the attitude demonstrates a decreasing trend. This might suggest that shorter questions are more likely to contain positive sentiments and negative sentiments are more common in longer questions.

**Number of question marks.** We observe relatively higher sentimentality and attitude in questions that contain multiple question marks (Fig. 4 (right)). Both metrics reach a maximum value when there are three or four question marks in the question. This increase is simply because of question titles that contain multiple question sentences (remember that we do not split questions into sentences).

\(^9\)Recall that the sentiment scores of a sentence are cumulated by taking the maximum over the words in the sentence. Hence, scores are not normalized by the sentence length.

Table 4: Attitude and sentimentality for the most popular question starting words

<table>
<thead>
<tr>
<th>Word</th>
<th>Volume (%)</th>
<th>$\phi^A$</th>
<th>$\psi^A$</th>
<th>$\phi^A$</th>
<th>$\psi^A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>What</td>
<td>13.2</td>
<td>0.16</td>
<td>0.45</td>
<td>0.21</td>
<td>0.68</td>
</tr>
<tr>
<td>How</td>
<td>10.8</td>
<td>0.04</td>
<td>0.36</td>
<td>0.16</td>
<td>0.60</td>
</tr>
<tr>
<td>I</td>
<td>5.6</td>
<td>0.07</td>
<td>0.69</td>
<td>0.17</td>
<td>0.70</td>
</tr>
<tr>
<td>Is</td>
<td>4.9</td>
<td>0.05</td>
<td>0.62</td>
<td>0.14</td>
<td>0.69</td>
</tr>
<tr>
<td>Why</td>
<td>4.4</td>
<td>-0.17</td>
<td>0.66</td>
<td>-0.01</td>
<td>0.75</td>
</tr>
<tr>
<td>Can</td>
<td>3.4</td>
<td>0.10</td>
<td>0.38</td>
<td>0.14</td>
<td>0.59</td>
</tr>
<tr>
<td>Do</td>
<td>3.1</td>
<td>0.15</td>
<td>0.67</td>
<td>0.18</td>
<td>0.74</td>
</tr>
<tr>
<td>Does</td>
<td>2.2</td>
<td>0.11</td>
<td>0.55</td>
<td>0.18</td>
<td>0.69</td>
</tr>
<tr>
<td>Where</td>
<td>2.1</td>
<td>0.13</td>
<td>0.28</td>
<td>0.31</td>
<td>0.55</td>
</tr>
<tr>
<td>My</td>
<td>2.0</td>
<td>-0.09</td>
<td>0.70</td>
<td>0.07</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Figure 5: Most popular top-level (left) and leaf-level (right) categories.

Interestingly, however, the further increase in the number of question marks results in a decrease in the metrics.

**Starting words.** Table 4 shows the attitude and sentimentality of questions with the most popular starting words, listed in decreasing order of popularity. According to the table, the only words with negative attitude are “Why” and “My” while the rest imply mostly positive attitude. In terms of sentimentality, questions starting with words “What”, “How”, “Can”, and “Where” have the lowest sentimentality. In general, we observe that questions seeking information have lower sentimentality than those asking for opinions.

5.2 Topical Features

The results reported in this section are obtained by averaging the $\phi^A$ and $\psi^A$ values of questions and also by averaging the $\phi^A$ and $\psi^A$ values of answers under specific categories.

**Category.** Fig. 5 shows the distribution of questions posted in the 16 most popular top-level and leaf-level categories. Table 5 shows the categories with the highest and lowest attitude, both for questions and answers. Similarly, Table 6 shows the categories with the highest and lowest sentimentality, again both for questions and answers. These results indicate that both the attitude and sentimentality of questions and answers are highly influenced by the category in which they are posted.

Since the dependence of the attitude and sentimentality on the topic is so pronounced, we test whether the topical differences induce all other differences. That is, we test if the differences between classes can be fully explained by the fact that class members have different topical interests. To test this hypothesis, we look at demographic differences for the attitude, averaged over all sentences in the set of an-
Table 5: Highest and lowest attitude values for top-level and leaf-level categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Questions</th>
<th>Answers</th>
<th>Category</th>
<th>Questions</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauty &amp; Style</td>
<td>0.28</td>
<td>Beauty &amp; Style</td>
<td>0.43</td>
<td>Baby Names</td>
<td>0.46</td>
</tr>
<tr>
<td>Dining Out</td>
<td>0.24</td>
<td>Business &amp; Finance</td>
<td>0.30</td>
<td>Beauty &amp; Style</td>
<td>0.44</td>
</tr>
<tr>
<td>Food &amp; Drink</td>
<td>0.21</td>
<td>Valentine's Day</td>
<td>0.42</td>
<td>Valentine's Day</td>
<td>0.42</td>
</tr>
<tr>
<td>Arts &amp; Humanities</td>
<td>0.20</td>
<td>Makeup</td>
<td>0.51</td>
<td>Makeup</td>
<td>0.51</td>
</tr>
<tr>
<td>Travel</td>
<td>0.18</td>
<td>Pregnancy &amp; Parenting</td>
<td>0.24</td>
<td>Rock and Pop</td>
<td>0.36</td>
</tr>
<tr>
<td>Society &amp; Culture</td>
<td>0.02</td>
<td>Health</td>
<td>0.05</td>
<td>Psychology</td>
<td>-0.38</td>
</tr>
<tr>
<td>Politics &amp; Government</td>
<td>-0.13</td>
<td>Environment</td>
<td>0.04</td>
<td>Injuries</td>
<td>-0.40</td>
</tr>
<tr>
<td>News &amp; Events</td>
<td>-0.14</td>
<td>Social Science</td>
<td>-0.03</td>
<td>Heart Diseases</td>
<td>-0.52</td>
</tr>
<tr>
<td>Social Science</td>
<td>-0.21</td>
<td>Politics &amp; Government</td>
<td>-0.07</td>
<td>Mental Health</td>
<td>-0.71</td>
</tr>
<tr>
<td>Health</td>
<td>-0.22</td>
<td>News &amp; Events</td>
<td>-0.08</td>
<td>Pain Management</td>
<td>-1.35</td>
</tr>
</tbody>
</table>

Table 6: Highest and lowest sentimentality values for top-level and leaf-level categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Questions</th>
<th>Answers</th>
<th>Category</th>
<th>Questions</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family &amp; Relationships</td>
<td>0.91</td>
<td>Family &amp; Relationships</td>
<td>0.91</td>
<td>Pain Management</td>
<td>1.74</td>
</tr>
<tr>
<td>Social Science</td>
<td>0.81</td>
<td>Social Science</td>
<td>0.83</td>
<td>Mental Health</td>
<td>1.25</td>
</tr>
<tr>
<td>Health</td>
<td>0.68</td>
<td>Beauty &amp; Style</td>
<td>0.78</td>
<td>Psychology</td>
<td>1.01</td>
</tr>
<tr>
<td>Society &amp; Culture</td>
<td>0.62</td>
<td>Pregnancy &amp; Parenting</td>
<td>0.78</td>
<td>Friends</td>
<td>0.95</td>
</tr>
<tr>
<td>News &amp; Events</td>
<td>0.62</td>
<td>Business &amp; Finance</td>
<td>0.76</td>
<td>Family &amp; Relationships</td>
<td>0.95</td>
</tr>
<tr>
<td>Home &amp; Garden</td>
<td>0.32</td>
<td>Cars &amp; Transportation</td>
<td>0.48</td>
<td>Yahoo! Mail</td>
<td>0.19</td>
</tr>
<tr>
<td>Business &amp; Finance</td>
<td>0.32</td>
<td>Home &amp; Garden</td>
<td>0.47</td>
<td>Embassies &amp; Consulates</td>
<td>0.18</td>
</tr>
<tr>
<td>Consumer Electronics</td>
<td>0.32</td>
<td>Science &amp; Mathematics</td>
<td>0.46</td>
<td>Biology</td>
<td>0.35</td>
</tr>
<tr>
<td>Cars &amp; Transportation</td>
<td>0.30</td>
<td>Local Businesses</td>
<td>0.46</td>
<td>Packing &amp; Preparation</td>
<td>0.17</td>
</tr>
<tr>
<td>Local Businesses</td>
<td>0.27</td>
<td>Comp. &amp; Internet</td>
<td>0.45</td>
<td>Addr. Book &amp; Calendar</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 7: Differences in demographical features on a per-topic basis

<table>
<thead>
<tr>
<th>Topic</th>
<th>Gender</th>
<th>Age</th>
<th>Race</th>
<th>Ed. level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauty &amp; Style</td>
<td>0.111</td>
<td>0.164</td>
<td>-0.049</td>
<td>0.028</td>
</tr>
<tr>
<td>Business &amp; Fin.</td>
<td>-0.025</td>
<td>0.119</td>
<td>0.010</td>
<td>-0.047</td>
</tr>
<tr>
<td>Arts &amp; Human.</td>
<td>0.180</td>
<td>0.233</td>
<td>0.015</td>
<td>0.103</td>
</tr>
<tr>
<td>Pregn. &amp; Parent.</td>
<td>0.154</td>
<td>0.172</td>
<td>-0.020</td>
<td>-0.081</td>
</tr>
<tr>
<td>News &amp; Events</td>
<td>0.015</td>
<td>-0.018</td>
<td>0.036</td>
<td>-0.024</td>
</tr>
<tr>
<td>Games &amp; Recr.</td>
<td>0.090</td>
<td>0.015</td>
<td>-0.008</td>
<td>-0.003</td>
</tr>
<tr>
<td>Science &amp; Math.</td>
<td>-0.001</td>
<td>0.103</td>
<td>0.018</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Figure 6: Attitude and sentimentality based on askers’ (left) and answerers’ (right) age.

5.3 Demographical Features

The results of this section are obtained by averaging the \( \Phi^K \) and \( \Psi^K \) values of askers and also by averaging the \( \Phi^R \) and \( \Psi^R \) values of answerers in a certain demographical group.

Gender. Our analysis suggest that women are more sentimental when answering a question than men (on average, \( \Psi^R = 0.66 \) and \( \Psi^R = 0.66 \) for women and men, respectively). We also observe that, in terms of age, men are more neutral, whereas women have more positive attitude in their answers (on average, \( \Phi^R = 0.23 \) and \( \Phi^R = 0.13 \) for women and men, respectively). We observe a similar behavior in the questions they post.

Age. Fig. 6 shows the attitude and sentimentality values for askers and answerers of varying age. We observe that, in general, the sentimentality decreases with increasing age. We also observe a trend towards negative attitude as the reported age of the user increases.

Race. We observe that users from predominantly Black ZIP code have more neutral attitude values (on average, \( \Phi^R = 0.19 \) and \( \Phi^R = 0.17 \) and \( \Phi^R = 0.19 \) for Asian, Black, and White, respectively). Users from predominantly Asian ZIP code are less sentimental in both asking and answering among these race groups (on average, \( \Phi^R = 0.67 \), \( \Phi^R = 0.71 \), and \( \Phi^R = 0.72 \) for Asian, Black, and White, respectively).

Education level. As the education level increases, the data suggest that the sentimentality of askers tend to in-
very minor. Hence, we omit a discussion on this feature.

The timestamps in our data are in this timezone.

The variance over days of the month is not very conclusive either, but it gives some hints about the user profiles of certain states. See http://en.wikipedia.org/wiki/Eastern_Time_Zone

We observe that the askers are more likely to receive answers from users with the same gender. Especially, female askers receive most answers from other females (%63.5). Female answerers have more positive attitude when the asker is a female ($\Phi^{12} = 0.17$). According to

Day of week. Interesting behaviors are observed for day of the week. Answers posted during the weekends and on Friday are more sentimental than those posted during the weekdays (Fig. 9 (left)). The attitude moves from positive to neutral as the days go from Sunday to Thursday. Then, it changes its trend on Friday and Saturday.

Hour of day. Sentimentality shows a slightly increasing trend during the day (Fig. 9 (right)). Especially, a sharper increase is observed between 18:00 and 23:00 hours, followed by a decreasing trend throughout the night. The attitude reaches its lowest value around 5:00 in the morning, which might correspond to an average of 3:00–4:00 on a national level when correcting for the fact that we use the Eastern Time for all users.

6. FURTHER ANALYSES

We determine five different concepts, for which we deepen our analysis on the attitude and sentimentality: topical context, class interaction, experience level, emotional congruence, and answer preference.

6.1 Topical Context

As mentioned in Section 5.2, the topical context plays an important role on the attitude and sentimentality of answers (Tables 5 and 6), i.e., the interpretation of a concept may differ according to the context. The same concept may be mentioned in a very positive sense in one category while the attitude can be quite negative in another. As a representative example, in our sample, the opinions about “Tiger Woods” show high variation based on the context of the discussion. Questions about him receive answers with negative attitude in the News & Events ($\phi^s = -0.10$) category, whereas the answers are quite positive in the Sports ($\phi^s = 0.18$) and Games & Recreation ($\phi^s = 0.35$) categories. We observe a neutral attitude in Social Science ($\phi^s = -0.02$) and Family & Relationships ($\phi^s = 0.04$) categories. We further quantify the influence of the topical context in Section 7.

6.2 Class Interaction

Gender. We observe that the askers are more likely to receive answers from users with the same gender. Especially, female askers receive most answers from other females (%63.5). Female answerers have more positive attitude when the asker is a female ($\Phi^{12} = 0.17$). According to

---

Note that ZIP code prefixes typically correspond to geographically adjacent regions. See http://en.wikipedia.org/wiki/List_of_ZIP_code_prefixes.

Figure 10: Class interaction: Attitude (left) and sentimentality (right) of answers versus ages of askers and answerers.

Figure 11: Experience level: Attitude and sentimentality for questions (left) and answers (right) based on users’ experience.

In our analysis, the lowest attitude is observed when both the asker and answerer are males ($\Phi = 0.03)$. 

Age. Younger people post and receive answers with a more positive attitude (Fig. 10). The attitude reaches the maximum when both the asker and answerer are less than 20 years old. In particular, people are likely to respond to people of the same age in a more positive manner. On the other hand, we do not observe a sentimentality change in answers given to different age groups.

Income. When both the asker and answerer are within the 30K–50K income range, the attitude of answers is slightly more positive. Otherwise, we do not observe any strong trend with the income level.

6.3 Experience Level

As discussed in Section 2.2, Yahoo! Answers awards points to its users for answering questions, with additional points being awarded for best answers. The total number of accumulated points can hence be seen as an indicator of the experience of the user in the system. Herein, we try to understand whether more experienced users differ in the sentiments they express in their questions and their answers.

As far as the questions are concerned, we observe that users with very little or no experience tend to issue the most positive questions, with the attitude of the question decreasing with an increase in experience (Fig. 11 (left)). On the other hand, as the experience increases, answerers become less sentimental in their answers (Fig. 11 (right)). This may indicate a correlation between the experience and the objectivity of answerers. This is also supported by the observation that the attitude becomes less positive as the experience increases.

6.4 Emotional Congruence

Fig. 12 shows the attitude and sentimentality of answers that are posted in response to questions with different positive and negative sentiment scores. In general, there is a strong positive correlation between the sentimentality of initial questions and received answers. That is, highly sentimental questions are more likely to receive very sentimental answers and vice versa. The way answers are created is also determined by the attitude of questions. More negative questions receive answers with negative attitude and vice versa, indicating a trend towards “emotional congruence” between the asker and the answerer.

6.5 Answer Preference

In general, the best answers, which are preferred over the other answers, have lower sentimentality ($\Psi^A = 0.67$ versus $\Psi^A = 0.71$, on average). At the same time, the best answers are more likely to be selected from answers with a more positive attitude ($\Phi^A = 0.16$ versus $\Phi^A = 0.14$, on average). For certain categories, the preference is even stronger (Table 8). As a striking example, in the Business & Finance category, the best answers are more inclined towards those with low sentimentality and neutral attitude. On the other hand, in the Entertainment & Music category, answers with higher sentimentality and more positive attitude seem to be preferred by the users.

Table 8: Answer preference: Answers selected as the best answer differ from other answers in terms of both attitude and sentimentality

<table>
<thead>
<tr>
<th>Category</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>Business &amp; Finance</td>
<td>0.16</td>
</tr>
<tr>
<td>News &amp; Events</td>
<td>-0.07</td>
</tr>
<tr>
<td>Environment</td>
<td>0.05</td>
</tr>
<tr>
<td>Entertainment &amp; Music</td>
<td>0.21</td>
</tr>
<tr>
<td>Health</td>
<td>-0.01</td>
</tr>
<tr>
<td>Business &amp; Finance</td>
<td>0.47</td>
</tr>
<tr>
<td>News &amp; Events</td>
<td>0.68</td>
</tr>
<tr>
<td>Travel</td>
<td>0.53</td>
</tr>
<tr>
<td>Local Business</td>
<td>0.44</td>
</tr>
<tr>
<td>Entertainment &amp; Music</td>
<td>0.74</td>
</tr>
</tbody>
</table>

The data point (−5, 5) is omitted from the two plots due to the very low volume of sentences.
7. ATTITUDE PREDICTION

Is it possible to predict the attitude or sentimentality of the answers a particular question will attract before the answers are posted? Accurate prediction of attitude and sentimentality can have different practical use cases. For example, questions that are predicted to generate high sentimentality can be boosted in visible areas (in the main page or as hot topics) to increase page views. As another example, questions that have the potential to lead to very negative attitude in answers may be sent to moderators beforehand.

Herein, we only focus on the problem of predicting the attitude in future answer posts. We formulate this particular task as a machine learning problem. In general, this is a very challenging task as the only information comes from the question and the asker. Features about the answerer, which the previous sections found to be correlated with the attitude in the answer, are not used as they are not available until the answers are posted. In addition to the features in Table 3, we also extract and use positive and negative sentiment scores of questions as features, which play a relatively important role in the prediction. In our task, the value we try to predict for each question instance is the average attitude of the answers given to a question, i.e., average $\Phi^A$.

We test the performance of the model over a dataset containing eight million question instances, obtained after filtering out questions whose askers’ demographics information is missing. We train our machine learning model using gradient boosted decision trees [10, 27] and test on our data via 10-fold cross-validation. The 10 most important features, as provided by the learning tool, are shown in Table 9.

We adopt the root mean square error (RMSE) to evaluate the performance. As the baseline technique, we use a simple yet effective predictor which always predicts the average attitude value observed in the training data. We build our classifier using different combinations of feature types to observe their individual contributions to the performance.

Table 10 shows the improvement, relative to the baseline, achieved by different classifiers trained with different combinations of feature types. When only the topical features are used, the prediction performance can be improved by 3.14%. Textual features also significantly improve the performance. The contributions of the asker’s demographics and spatio-temporal features are relatively low. When all features are used the classifier can improve the baseline by 6.12%.

8. RELATED WORK

A large body of work so far have dealt with different aspects of sentiment analysis, mainly sentiment extraction [1, 2, 7, 28], classification [8, 19, 25], retrieval [11, 12, 29], summarization [3, 17], and presentation [14]. The core application areas are finance [5, 7, 9], reviews [8, 19, 25], politics [16, 24], and news [13]. Herein, we omit a discussion of these works and focus only on works that are directly relevant to our work. Interested reader may refer to [18], for a detailed survey on sentiment analysis.

A large number of studies apply sentiment analysis to Twitter [4, 21]. These works differ from ours as they omit demographic factors and Twitter messages are explicitly written in a non-anonymous manner for mass consumption. The “We feel fine” project [16] [15] is probably the most closely related work. In that project, the authors use a large number of blog posts and, wherever possible, annotate the posts with demographic information provided in public user profiles as well as weather data for profiles from which also the location could be extracted. The focus of their work is on interface design and on offering experimental data visualization. However, they also observe temporal patterns over the course of a day (lowest fraction of “joy” sentiments at night) and over the course of a week (high fraction of “relaxed” during the weekend). Similar to our finding, they observe a trend for older people to be less negative. As data mining is not their main focus, however, their quantitative findings are less comprehensive than ours and do not include features such as educational level or race in their analysis.

Apart from demographically annotated blogs, Facebook data is often used as it offers rich per-user profile information. Typically, sentiment analysis is applied to status messages of users. It has been observed, for example, that users with a relationship status “in a relationship” or “married” are more likely to have a positive status message [6].

We note that neither Facebook status messages nor blog posts have the question-response interaction available in our data, which allows investigation of the effect of the original sentiment on the induced sentiments in answers. A tendency towards “emotion homophily” for comments left by friends on blogs is observed in [20]. The gender differences that we observed are independently observed in a small-scale study using MySpace blog posts [23]. Given that both blog posts and status messages on Facebook are not anonymous and written for explicit consumption by an ideally large group of people, it is surprising to see the general trends of sentiments to be re-confirmed in a question answering site.

14We place these two features under the textual features category as they are obtained through text processing.
15In training, we set the number of trees to 40, the number of leaf nodes per tree to 40, and the learning rate to 0.5.
16http://www.wefeelfine.org/
9. FUTURE WORK AND EXTENSIONS

Given that we observed significant differences concerning sentiments between different demographic groups, this could be used to “normalize” individual sentiments to obtain a better idea about deviations from the expected behavior. For example, a “pretty good” by an older person might be equivalent to an “absolutely amazing” by a teenager. The availability of a topical classification makes it possible to differentiate sentiments attached to a particular entity according to the context. We plan to investigate this to obtain a more detailed representation of the opinions about an entity.

One interesting problem is to apply sentiment prediction techniques in other domains. For example, it would be interesting to predict the sentiments of comments left in response to a news article. Potentially, such techniques could even be used by blog writers to improve user engagement by providing them with indications about how to make their posts more controversial. Similarly, we deem it interesting to generalize our findings concerning the sentiments present in best answers to the more general problem of evaluating content quality. The presence/absence of sentiments in the text of, say, a news article might be an indication of its quality.

Finally, it seems promising to apply sentiment analysis to the content of pages from demographically annotated toolbar histories. Such a combination may help to back up claims about general trends, such as women preferring more positive sentiments or a general drop of positive attitude in the early morning hours. It may also make it possible to combine the sentiment analysis with analysis about click-through rates and even properties of the clicked/ignored ads.
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